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SGD generalizes well (WRSSR 2017)

Large model 
 for large w ∈ ℝd d

Population Risk  
ℒ(w) = 𝔼ℓ(x, y; w)

 training samples 



n
(x1, y1)⋯, (xn, yn) ∈ ℝd×1

SGD  
w ← w − η ⋅ ∇ℓ(xi, yi; w)

Least Square 
True Model            

Data Covariance  ,   WOLG

Population Risk      

Excess Risk          

y = x⊤w* + 𝒩(0,σ2)
H := 𝔼[xx⊤] =: 𝚍𝚒𝚊𝚐(λ1, λ2, …)
ℒ(w) := 𝔼(y − x⊤w)2

Δ(w) := ℒ(w) − ℒ(w*) = (w − w*)⊤H(w − w*)

SGD  
 samples 


  


n (xt, yt)n
t=1

wt = wt−1 + ηt ⋅ (yt − x⊤
t wt−1) ⋅ xt output := wn
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Stepsize Schedulers

[Strongly Contractive Fourth Moment Condition] 
Recall that . Assume that for every PSD matrix ,

•  for some constant ;

•  for some constant .

H = 𝔼[xx⊤] A
𝔼[x⊤Ax ⋅ xx⊤] ⪯ α ⋅ tr(HA) ⋅ H α ≥ 1
𝔼[x⊤Ax ⋅ xx⊤] ⪰ β ⋅ tr(HA) ⋅ H + HAH β > 0

[WZBGK 2022] 
Consider SGD with geometrically decaying stepsizes. Let the stepsize decaying interval be 

. For every ,  and every , we have





Here  are such that  


See the paper for a nearly matching lower bound.

K := (n − s)/ log(n − s) s > 0 K > 2 η0 < 1/(4α tr(H)log(n))

𝔼Δ(wn) ≲
∥(I − η0H)s+K(w0 − w*)∥2

I0:k*

η0K
+ ∥(I − η0H)s+K(w0 − w*)∥2

Hk*:∞

+
k* + η0K ∑k*<i≤k† λi + η2

0 K2 ∑i>k† λ2
i

K
⋅ (σ2 + α ⋅ ∥w0 − w*∥2

H ⋅ log(n))
k*, k† λ1 ≥ … ≥ λk* ≥

1
η0K

≥ λk*+1 ≥ … ≥ λk† ≥
1

η0(s + K )
≥ λk†+1 ≥ …

[WZBGK 2022] 
Let  and  be the SGD outputs with geometrically 
and polynomially decaying stepsizes, respectively. Fix same 

, same , same . Then we have




where .

w𝚎𝚡𝚙
n w𝚙𝚘𝚕𝚢

n

s = n /2 w0 η0
𝔼Δ(w𝚎𝚡𝚙

n ) ≲ (1 + 𝚂𝙽𝚁 ⋅ log n) ⋅ 𝔼Δ(w𝚙𝚘𝚕𝚢
n )

𝚂𝙽𝚁 := ∥w0 − w*∥2
H / σ2

Geometrically Decaying


ηt =
η0, t ≤ s
0.5ηt−1, t > s, t % K = 0
ηt−1, otherwise

Polynomially Decaying


   


for 

ηt = {
η0, t ≤ s

η0
(t − s)a , t > s

0 ≤ a ≤ 1

Take Home 
• Risk of SGD in high-dim



•  determined by 

, , ; and  when  decay fast

• Geometrical stepsize > polynomially stepsize

≈ d𝚎𝚏𝚏 / n
d𝚎𝚏𝚏
(λi)i≥1 η0 n𝚎𝚏𝚏 ≪ d (λi)i≥1

[GKKN 2019] 




Remarks

1. Weakly contractive fourth moment condition

2. Variance bound scales with 

3. -norm implicitly depends on 

𝔼Δ(wn) ≲ ( d∥w0 − w*∥2
2

η0n
+

d
n

⋅ σ2) ⋅ log n

d
ℓ2 d

Bounded kurtosis

∀v, 𝔼⟨v, x⟩4 ≤ α⟨v, Hv⟩2

Spherically symmetric distributions,

sub-Gaussian, sub-Exponential…

Strongly contractive  
fourth moment

Weakly contractive fourth moment

𝔼[xx⊤xx⊤] ⪯ R2 ⋅ H
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