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Problem Setup

Unsupervised RL: Task-Agnostic Exploration (TAE)
- RewardSet: Z# C {r: [H] xS x < — [0,1]}
- Exploration: collect data, w/o reward signal

« Planning: given an “independent” reward r € %, compute
a nearly optimal policy:
P{V¥(r) = V() > €} <5

Existing Results
minimax sample complexity & O(1/¢?)
Question (gap-TAE)

If R .= {r : gap(r) > p}, i.e., the possible reward induces a
constant “gap”, is there a faster algorithm?
Example: Go Game, multiple winning rules,

A .= {Chinese rule, Japanese rule, Korean rule, ...}

Algorithm

Exploration. UCBVI with two modifications:
. “reward” — 0
« bonus is clipped (set to zero if it is small) (p is an input)

. . H?log
c“(x,a) = clip, ——— | + lower orders
L NK(x, a)

Planning. The usual UCBVI method, bonus

2
br(x,a) = H—log
NK(x, a)

Theory

Finite-horizon MDP, S states, A actions, horizon length H, gap p for reward set &%,
failure probability 0.

An Upper Bound
For the output policy 7 after K episodes, the error is at most
ViE(x) = VIx) < @<H3SA - log l + 254 - log l) = @<l>
! 1 oK 5 K 5
where O hides log?(HSAK) and constants.

A Lower Bound

For any gap-TAE algorithm, to be (¢, 0 )-correct needs at least K episodes where

H?SA 1 1
E[K] > Q log— ) =Q[ —
pE 0 €

Our bounds are nearly tight for € (or K)

A hard instance for gap dependent task-agnostic exploration

and S — 2 copies of
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Messages
1. gap-TAE can be faster, but is still
limited

gap-TAE «x O(1/¢€) vs. TAE x O(1/€?)

2. RL vs. bandits or MDP w/ simulator: a
separation in the unsupervised setting

gap-TAE for bandit or MDP w/ simulator
x O(1)

Discussions
« An ALGO agnostic to p, the gap lower bound?

- Removing S? dependence?
* Interpolating the minimax rate and the gap-
dependent rate?

« Improving H dependence?
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