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[Upper Bound] For any {w!,
MO-UCBVI (Bernstein ver.) satisfies:

Reward [Lower Bound] For every MORL algorithm, there is a
Fast distribution of MOMDPs and a (necessarily adversarial)
Smooth &&=

sequence {wl, ..., Wk} such that:
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MORL is statistically harder than single-objective RL
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can be improved to Bernstein version

1w&1 and with high prob.,

regret(K) < @(ﬂmm{d St HzSAK log |
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MO-UCBVI (Hoeffding ver.) with O reward

Typical UCBVI with input preference/reward

[Upper Bound] For our algorithm to be (¢, 0)-PAC, it
suffices to have J— _ I
K = O(min{d, S} - HSA - log / €*|

nearly tlght except for H *

[Lower Bound] There IS a dlstrlbutlon of MOI\/IDPS such
that for every (e, 6 = 0.1)-PAC algorithm, there is a

(necessarily adversarial) 1w such that:
F[K] > Q(mm{d SY.H?*SA / € )

min{d, S} vs. §:

exploration is easier when rewards are structured
Numerical Simulations
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